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1. tau initialize
2. tau g++	*.cxx	-o	foo
3. tau	srun -n	64	./foo
4. tau show

• This	works	on	any	
supported	system,	even	if	
TAU	is	not	installed	or	has	
not	been	configured	
appropriately.

• TAU	and	all	its	
dependencies	will	be	
downloaded	and	installed	
if	required.
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Just	put	`tau`	in	front	of	
everything	and	see	what	
happens.
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• tau	[subcmd]	[subsubcmd]	[subsubsubcmd]	…
• Commands	are	tree-like	and	become	more	
specific	as	you	move	to	the	right:

tau application edit dfft --new-name my_dfft

• Common	commands:
– tau initialize

– tau dashboard

– tau select [target] [application] [measurement]

– tau target create <name> [options]

– tau application edit <name> [options]

– tau measurement copy <name> <new_name> [options]

– tau show [trial_number]
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• All	commands	and	flags	support	abbreviation:
– tau initialize
– tau initial
– tau init

• Boolean	flags	are	flexible:
– tau init --mpi=True
– tau init --mpi=yes
– tau init --mpi=1
– tau init --mpi

• Use	--help	at	any	point	to	get	help.
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Command	line	usage

Manual	page	with	examples,	
common	use	cases,	etc.
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• Target
– Installed	software
– Available	compilers
– Host	architecture/OS

• Application
– MPI,	OpenMP, CUDA,	
OpenACC,	etc.

• Measurement
– Profile,	trace,	or	both
– Sample,	source	inst…
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Target

Measurement

Application

Experiment	=	
(Target,	Application,	Measurement)
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Project	X

Target	1

Target	2

Target	N

… …

Application	1

Application	2

Application	N

Measurement	1

Measurement	2

Measurement	N

…

Experiment	“foo” Target	4 Application	2 Measurement	3

Experiment	“bar” Target	2 Application	2 Measurement	1

Bar:	trial	0 Bar:	trial	1 … Bar:	trial	N



• Project:	
– A	container	for	TAM	objects	and	data

• Target:	
– Description	of	hardware	and	software	environment

• Application:
– Description	of	a	software	application

• Measurement:
– Description	of	desired	performance	data

• Experiment:
– Exactly	one	target,	application,	and	measurement	with	zero	or	
more	trials

• Trial:
– Performance	data	and	record	of	experiment	environment
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Configuration Subcommands:
application Create and manage application configurations.
experiment Create and manage experiments.
measurement Create and manage measurement configurations.
project Create and manage project configurations.
target Create and manage target configurations.
trial Create and manage experiment trials.

$ tau application --help
usage: tau application <subcommand> [arguments]

Create and manage application configurations.

Positional Arguments:
<subcommand> See 'subcommands' below.
[arguments] Arguments to be passed to <subcommand>.

Optional Arguments:
-h, --help Show this help message and exit.

Subcommands:
copy Copy and modify application configurations.
create Create application configurations.
delete Delete application configurations.
edit Modify application configurations.
list Show application configuration data.

See 'tau application <subcommand> --help' for more information on <subcommand>.
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$ tau app list --long
== Application Configurations (/storage/users/jlinford/gpu_suite.1.1.0/.tau/project.json) ==================

== gpu_suite.1.1.0 =========================================================================================

Attribute | Value | Command Flag | Description
==========+=================+==============+===============================================

cuda | True | --cuda | Application uses NVIDIA CUDA. 
linkage | dynamic | --linkage | Application linkage.

mpc | False | --mpc | Application uses MPC. 
mpi | False | --mpi | Application uses MPI. 

opencl | False | --opencl | Application uses OpenCL.
openmp | False | --openmp | Application uses OpenMP.

projects | gpu_suite.1.1.0 | N/A | Projects using this application.
pthreads | False | --pthreads | Application uses pthreads.

shmem | False | --shmem | Application uses SHMEM. 
tbb | False | --tbb | Application uses Thread Building Blocks (TBB).
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View	object	attributes	and	show	which	command	line	option	affects	with	attribute.
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• tau <compiler> [options]
– tau gcc *.c -o foo
– tau ifort -c bar.f90
– tau g++ baz.o -o baz

• tau <compiler> is	a	shortcut:
– Expands	to	tau build <compiler>

• Use	tau build --help to	show	all	known	
compilers.

• NOTE:	Compilation	isn’t	always	necessary.		Use	
sampling	to	gather	data	on	uninstrumented
executables.
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• Put “tau” in front of your compiler command
• If necessary, automatically instruments source code, links with TAU libraries.
• Handles special compiler flags needed for instrumentation.
• Lazy: does nothing whenever possible.
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CXX = mpicxx
F90 = mpif90
CXXFLAGS =
LIBS = -lm
OBJS = f1.o f2.o f3.o … fn.o

app: $(OBJS)
$(CXX) $(LDFLAGS) $(OBJS) -o $@ 
$(LIBS)

.cpp.o:
$(CXX) $(CXXFLAGS) -c $<

CXX = tau mpicxx
F90 = tau mpif90
CXXFLAGS =
LIBS = -lm
OBJS = f1.o f2.o f3.o … fn.o

app: $(OBJS)
$(CXX) $(LDFLAGS) $(OBJS) -o $@ 

$(LIBS)
.cpp.o:

$(CXX) $(CXXFLAGS) -c $<

Makefile without	taucmdr Makefile with	taucmdr

Note:	see	advanced	usage	slides	for	CMake and	Autotools



• tau <command>
– tau srun -n 4 ./a.out

– tau mpirun -np 4 ./a.out

– tau ./a.out
• tau <command> is	just	a	shortcut:

– Expands	to	tau trial create <command>
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• mpirun -np 4 tau ./a.out
– “tau”	always	goes	first
– Correct:	tau	mpirun -np	4	./a.out

• tau qsub myscript.batch
– You	probably	don’t	want	to	profile	“qsub”
– Correct:	put	“tau”	in	front	of	the	command	you	want	
to	profile	inside	myscript.batch,	e.g.	“tau	./a.out”

• tau list application myapp
– On	tau’s	command	line,	the	verb	follows	the	object
– Correct:	tau	application	list	myapp
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$ cp -R /path/to/taucmdr-1.2.0/examples $HOME
$ cd $HOME/examples/mm
$ ls
Makefile Makefile.intel matmult.c
matmult_initialize.c matmult_initialize.h README.stampede

$ tau initialize
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• Creates	a	new	project	configuration	using	defaults
• Project	files	exist	in	a	directory	named	“.tau”
• Like	git,	all	directories	below	the	directory	containing	

the	“.tau”	directory	can	access	the	project
• E.g.	`tau	dashboard`	works	in	miniapp1/baseline

20

WARNING:	Don’t	execute	tau	initialize	in	$HOME!
(this	bug	is	fixed	in	version	1.2.0.4)



Copyright	©	ParaTools,	Inc.				 21

One	application,	all	features	=	“no”

Three	measurements

One	target	with	GNU	compilers

One	experiment



6
7 ifdef MPI
8 CC = tau mpicc
9 MPI_CFLAGS = -DTAU_MPI

10 SUFFIX=.mpi
11 else
12 CC = tau gcc
13 MPI_CFLAGS =
14 SUFFIX=
15 endif
16
17 ifdef OPENMP
18 OMP_FLAGS = -fopenmp -DTAU_OPENMP
19 SUFFIX=.openmp
20 else
21 OMP_FLAGS =
22 endif
23
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Note	“tau”	in	front	of	compiler	
commands
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• In	general:	TAU	Commander	constructs	a	new	compilation	command	line.
• May	replace	compiler	commands	with	TAU’s	compiler	wrapper	scripts.
• May	set	environment	variables,	parse	configuration	files,	etc.
• If	no	changes	are	required	then	nothing	is	changed.

• In	this	case:	No	instrumentation	required.
• Selected	experiment	(east03-mm-sample)	uses	event-based	sampling.
• The	“tau”	command	becomes	a	null-operation	and	passes	through	to	the	compiler.
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$ tau show
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Per-process	performance	summary	(“node”	==	“process”)
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Metadata
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Metrics	in	this	trial’s	
dataset
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Right-click	a	node	label	to	see	available	data	
views	for	that	process.
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Event-based	sampling	TIME	data	on	process	(a.k.a.	“node”)	0
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Click	here	to	open	this
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Sort	by	“Inclusive	TIME”	descending	to	put	most	expensive	source	code	line	on	top.
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Direct	via	Probes Indirect	via	Sampling

• Exact measurement
• Fine-grain control
• Calls inserted into code

• No code modification
• Minimal effort
• Relies on debug 

symbols (-g option)

call TAU_START(‘potential’)
// code
call TAU_STOP(‘potential’)
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The	default	“profile”	measurement	uses	automatic	source-based	instrumentation.
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Note:	compiler	command	has	changed	from	“gcc”	to	“tau_cc.sh”
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$ tau show
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Note:	Compare	to	event-based	sampling	data
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[THROTTLED] Indicates	that	instrumentation	was	automatically	
disabled	in	this	code	region.	
• The	cost	of	instrumentation	was	higher	than	the	cost	of	the	

code	region	itself.
• Use	selective	instrumentation to	statically	disable.
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• Compare	to	event-based	sampling	statistics	table
• Coarser	granularity:	code	region,	not	source	line.
• Time	and	call	metrics	are	much	more	accurate.
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PAPI	Preset	metrics	show	high-level	
hardware	performance
• Cache	hits/misses
• Floating	point	instructions	executed
• Branch	instructions	predicted/missed
• CPU	cycles
• Load/store	instructions
• Vector/SIMD	instructions
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$ tau measurement create sample.papi \
--metrics TIME PAPI_L2_DCA PAPI_L2_DCM

[TAU] Added measurement 'sample.papi' to project configuration 'mm'.
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One	profile	per	metric,	per	thread



$ tau show
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• Metrics	appear	in	
the	manager	
window.		

• Double-click	a	
metric	to	view	it.
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Source	code	line	with	the	most	L2	data	cache	misses	is	highlighted.
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Check	“Show	Derived	Metric	Panel”	
to	show	this	panel.
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• 10.4%	of	L2	data	cache	accesses	at	matmult.c:99	miss.
• Only	3.3%	of	L2	data	cache	accesses	miss	at	the	equivalent	line	in	compute_interchange()	



tau measurement create profile.papi \
--metrics TIME PAPI_L2_DCA PAPI_L2_DCM \
--source-inst automatic --sample no
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Fraction	of	CPU	cycles	with	no	instruction	issue:
tau measurement create noissue \

--metrics TIME PAPI_STL_ICY PAPI_TOT_CYC

Fraction	of	instructions	that	are	SIMD	instructions:
tau measurement create SIMD \

--metrics PAPI_TOT_INS PAPI_VEC_DP PAPI_VEC_SP

Executed	instruction	breakdown:
tau measurement create ins_breakdown \

--metrics PAPI_BR_INS PAPI_FP_INS \
PAPI_LD_INS PAPI_SR_INS PAPI_TOT_INS
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Note:	available	metrics	depend	on	your	CPU.		
Use	`tau target metrics`	to	see	what’s	available.


